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Then $\widehat{P}$ is also irreducible, and $\widehat{\widehat{P}}=P$; cf. the exercises.
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Clearly $\sum_{k=1}^{n} \widehat{P}[i, k]=\sum_{k=1}^{n} \mathbb{P}\left(X_{1}=s_{k} \mid X_{2}=s_{i}\right)=1$, and all the $\widehat{P}[i, k]$ are non-negative, thus $\widehat{P}$ is the transition matrix of some Markov chain.
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## Kelly's lemma
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For any $i$ we have

$$
\sum_{k=1}^{n} \mu_{k} P[k, i]=\sum_{k=1}^{n} \mu_{i} Q[i, k]=\mu_{i} \sum_{k=1}^{n} Q[i, k]=\mu_{i}
$$

For any $i$ we have

$$
\sum_{k=1}^{n} \mu_{k} P[k, i]=\sum_{k=1}^{n} \mu_{i} Q[i, k]=\mu_{i} \sum_{k=1}^{n} Q[i, k]=\mu_{i} .
$$

Thus $\underline{\mu}^{*}=\underline{w}^{*}$.

For any $i$ we have

$$
\sum_{k=1}^{n} \mu_{k} P[k, i]=\sum_{k=1}^{n} \mu_{i} Q[i, k]=\mu_{i} \sum_{k=1}^{n} Q[i, k]=\mu_{i} .
$$

Thus $\underline{\mu}^{*}=\underline{\boldsymbol{W}}^{*}$.
Then by definition $Q=\widehat{P}$.
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Given an irreducible Markov chain $P$ and a probability distribution $\mu^{*}$ such that for all pairs $1 \leq i, k \leq n$ we have $\mu_{i} P[i, k]=\mu_{k} P[k, i]$. Then $P$ is reversible, and $\mu^{*}=\underline{w}^{*}$ is the stationary distribution of $P$.
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## Theorem

An irreducible Markov chain with transition matrix $P$ on $n$ states is reversible iff for all $i_{1}, \ldots, i_{m}$ we have
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Then the criterion yields $P^{m}[i, k] P[k, i]=P[i, k] P^{m}[k, i]$ for all $m \in \mathbb{N}$.
As $m \rightarrow \infty$, we obtain $w_{k} P[k, i]=P[i, k] w_{i}$, which is equivalent to reversibility.

## Algorithms, numerical methods
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That is potentially exponential: there can be an exponential number (in $n$ ) of minimal loops; see the exercises.
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Better approach:
Guess $w_{1}$, e.g., $w_{1}=1$, and run a breadth first search to walk through all states.

Whenever we visit a new state $i$, we can compute the guesstimate for $w_{i}$.

Normalize the vector obtained to have $\sum w_{i}=1$.
Check the detailed balance equations with this vector $\underline{w}^{*}$ : if any of them fails, the chain must be irreversible, if all of them holds, then the chain is reversible with stationary distribution vector $\underline{w}^{*}$.
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The steps preserve reversibility: the end result is symmetric iff the original chain is reversible.
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14. Show that $\widehat{\widehat{P}}=P$.
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