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## Perron-Frobenius theorem

As we have seen, the matrix $A=\left(\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0\end{array}\right)$ shows that the
Perron-Frobenius theorem cannot hold for irreducible matrices exactly in its form for primitive matrices.
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This has period 3 , and indeed, all three thirds roots of unity are eigenvalues (each having modulus 1).
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This provides a simple numerical method to approximate the stationary distribution. (Similar idea to Banach's fixed point theorem on the next slide.)

For an exact approach, we need to solve the system of linear equations $P^{*} \underline{w}=\underline{w}$.

## Banach fixed point theorem

## Theorem

Given a complete metric space $M$ and a contraction $P: M \rightarrow M$; that is, for some $0 \leq q<1$, we have $d(P u, P v) \leq q d(u, v)$ for $u l l u, v \in M$. Then $P$ has a unique fixed point $w$.
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Note that $\mathbb{R}^{n}$ is a complete metric space: it is an elementary result in real analysis that every Cauchy sequence is convergent in $\mathbb{R}^{n}$ with respect to the standard metric $d(\underline{u}, \underline{v})=|\underline{u}-\underline{v}|=\sqrt{(\underline{u}-\underline{v})^{2}}$.
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3. $P$ has exactly $h$ complex eigenvalues with absolute value 1 , namely the $h$-th roots of unity, and all of them have algebraic multiplicity 1. In fact, the spectrum of $P$ is invariant under multiplication by $h$-th roots of unity.
4. We have $\lim _{k \rightarrow \infty}{ }^{\frac{1}{k}} \sum_{i=1}^{k} P^{i}=\underline{1} w^{*}$.
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The case $h=1$ simplifies to regular matrices. If $h \geq 2$, the transition matrix has a more transparent "canonical" form. Namely, there is a permutation matrix $S$ such that

$$
S A S^{-1}=\left(\begin{array}{ccccccc}
0 & A_{1} & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & A_{2} & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & & \vdots & \vdots \\
& & & & & & \\
0 & 0 & 0 & 0 & \cdots & 0 & A_{h-1} \\
A_{h} & 0 & 0 & 0 & \cdots & 0 & 0
\end{array}\right)
$$

The zeros along the diagonal are zero square matrices of potentially different sizes, and the matrices $A_{1}, \ldots, A_{h}$ are rectangular blocks.
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## Theorem

Starting from state $s_{i}$ in a finite irreducible Markov chain, the mean recurrence time to $s_{i}$ is $1 / w_{i}$.
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## Theorem

Starting from state $s_{i}$ in a finite irreducible Markov chain, the mean recurrence time to $s_{i}$ is $1 / w_{i}$.

Informally, the identity $\lim _{k \rightarrow \infty} \frac{1}{k} \sum_{i=1}^{k} P^{i}=\underline{1 w^{*}}$ shows that we spend $w_{i}$ proportion of our time in the $i$-th state in average. The precise proof is an exercise.
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b) Observe that if $A$ is the adjacency matrix of a graph $G$, then $\operatorname{Tr}\left(A^{k}\right)$ is the number of walks of length $k$ with coinciding first and last vertex.
c) Prove that $\operatorname{Tr}\left(A^{k}\right)=0$ iff the main diagonal in $A^{k}$ is all zero.
d) Combine these observations to show that the spectrum of $A$ is symmetric to the origin iff there is no walk of odd length in $G$ with coinciding first and last vertex.
